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Abstract

People can identify similarities and correspondences between narratives in everyday life. For example, an analogy with the Cinderella story may be made in describing the unexpected success of an underdog. In this work, we present an approach for identifying retellings of the same narrative. Our method depends on finding correspondences between narratives, by considering similarities in terms of plot events, resemblances between characters and their attributes, as well as their social relationships in the narrative. We quantify these different facets and infer the best alignment between characters of any pair of narratives, to define a story-kernel, which characterizes the similarity between the two narratives, and can be efficiently computed. We empirically evaluate our method on a novel dataset of 577 movie remakes from Wikipedia. Our approach yields a 14% relative improvement in accuracy over a competitive baseline.

1 Introduction

The ability to understand narratives is a fundamental cognitive skill. Humans use narratives to share information, as well as learn social and moral norms (Gottschall, 2012; Miller and Mitchell, 1983). People also routinely invoke narratives to make sense of the world. They accept narratives that adhere to familiarity and our experiences, and reject or reinterpret those that appear unfamiliar (Herman, 2003). Thus, automatic understanding of narratives is a prerequisite towards developing a human-like understanding of the world, and has been a long-standing goal of AI.

Advances in language technologies have traditionally focused on sentence-level processing of language and comparing sentences in terms of their syntax and semantics. This is most evident in their success at tasks such as semantic role labeling (Palmer et al., 2010), paraphrase detection (Madnani and Dorr, 2010), recognizing textual entailment (Dagan et al., 2013), etc. On the other hand, document level understanding of text has been studied only from the narrow perspective of tasks such as entity linking and event coreference resolution (Lee et al., 2013). In particular, the question of identifying when two documents are similar in terms of narrative (cognate with the question of when two sentences are semantically similar) remains largely unexplored despite relevance to multiple domains. As an example, given a news story about a current political event, an analyst working in the digital archives might identify similar stories in the past. Similarly, by analyzing
stories from different folk cultures or mythologies, researchers in the humanities can identify interesting similarities and correspondences between stories. This suggests natural value in developing methods and evaluation tasks for narrative level understanding of language.

In this paper, we address the task of identifying similar narratives by taking into account two kinds of likenesses: (1) plot similarity (2) correspondences between characters in the narratives (based on attributes such as name, gender, prominence, and social relationships with other characters). Our approach is based on finding optimal alignments between pairs of narratives, and defining a story-kernel between them. An important note is that the approach is unsupervised, and hence does not require labeled data or training.

A significant issue in computationally exploring a subjective issue such as narrative similarity is the availability of annotated data for exploration and evaluation. For this work, we created a dataset of plot summaries of movies, which include pairs of movies that have been identified as remakes (see Section 4 for details). The underlying idea is that remakes of the same story would retain prominent elements in terms of narrative theme, even while they look superficially different. Figure 1 shows an example of two such narratives, condensed here for brevity. We frame the ability to identify such retellings of the same story as an objective measure for evaluating narrative similarity.

The rest of this paper is structured as follows: In Section 2, we briefly review related literature in computational narratives and narrative understanding. In Section 3, we describe our approach and define our story-kernel for narrative similarity. In Section 4, we describe our dataset and its basic pre-processing. In Section 5, we present results from empirical evaluation of our approach including quantitative as well as qualitative assessment. Finally, in Section 6, we conclude with a discussion and some directions of future work.

Our main contributions in this work are:

1. We introduce the novel problem of characterizing similarity between narratives, and formulate this as a ranking task.

2. We present a story-kernel that quantifies narrative similarity by considering correspondences between pairs of narratives using a character-centric approach.

3. We present a dataset of 577 narratives for this task, mined from plot summaries of movie remakes from Wikipedia, and hope that this motivates further research in this task.

4. We evaluate the utility of our story-kernel and its various components on this dataset and empirically demonstrate that it outperforms competitive baselines.

## 2 Related Work

The field of computational narratology has explored algorithmic understanding and generation of narratives and narrative structures (Mani, 2012; Richards et al., 2009). Most previous work on modeling narrative plots has directly attempted to interpret them in terms of sequence of events in the story. These include semiotic work on semantic scripts (Schank and Abelson, 2013; Mooney and DeJong, 1985; Regnier et al., 2010), which focuses on representing text in terms of sequences of events and causal relationships between them. More recent approaches have explored structural induction of temporal series of event-schema or scripts from large volumes of unstructured text (Chambers and Jurafsky, 2009; Cheung et al., 2013; Pichotta and Mooney, 2014).

Narrative specific approaches that have taken an event-centric view for representation of plot units include Lehnert (1981); McIntyre and Latala (2010); Goyal et al. (2010) and Finlayson (2012). As a consequence of viewing narratives solely in terms of events described in them, these approaches do not have any models of characters that persist through a narrative, or their relationships to each other.

On the other hand, other research has taken a character-centric view of narratives from the perspectives of the principal characters and entities that occur in them (Wilensky, 1978). These have focused on models for identifying Proppian roles or character personas such as the protagonist, the foil, the villain, etc. (Propp, 1968; Bamman et al., 2013, 2014), or assigning such roles to characters in simple folk stories (Valls-Vargas et al., 2014). A notable approach is that of Elsnerr (2012), who also explore the plot structure of novels to distinguish original texts from novels from artificially permuted versions of the same. Some recent approaches have also explicitly focused on modeling relationships between literary characters (Chaturvedi, 2016; Chaturvedi et al., 2017;
Iyyer et al., 2016), and extracting social networks of characters in a text (Elson et al., 2010; Agarwal et al., 2013; Krishnan and Eisenstein, 2015; Srivastava et al., 2016). However, while the above methods model prototypical patterns that characterize narratives, they do not address the issue of comparing narratives. To the best of our knowledge, this is the first work to infer similarities between narratives in context of an objective task.

In terms of technical approach, our method can be seen as close to structured kernels, which define compositional kernels over discrete objects such as graphs (Haussler, 1999; Smalter, 2008; Bai et al., 2015). While we describe our story-kernel as defining a similarity metric between pairs of narratives, it can be seen as a proper Mercer Kernel over the domain of character graph pairs.

3 Identifying Narrative Similarity

In this section we describe our approach in detail. Our goal is to develop an unsupervised method that can read a story (such as a movie or a novel summary) and retrieve its re-tellings (from a collection of stories). Our approach’s core consists of a story-kernel, S(s_i, s_j) that characterizes the similarity between the two narratives, s_i and s_j. The story-kernel consists of two major components. The first component, described in Section 3.1, incorporates the similarity between the textual content of the two stories using the description of their overall plot. We capture the notion of mapping the events and entities described in both. The second component, described in Section 3.2, additionally considers the various characters and their attributes mentioned in the story. In the rest of this section we clearly define this story-kernel and its two components.

3.1 Plot Kernel

A natural choice for our story-kernel is to incorporate textual similarities between the textual description of the two narratives. However, our goal is to identify narratives that have similar plot structures but might not have verbatim correspondences in the summaries. Therefore, in designing the textual representation of a narrative, we only consider events, entities and properties of the entities as described by the narrator. We capture the events mentioned in a story using all verbs occurring in the text of the narrative. We capture entities and their properties by identifying nouns and the adjectives that modify them. However, as described later, we emphasize that characters play a central role in the development of a story and so model them specifically as a separate components in the story-kernel. Hence, at this stage, we only consider entities that do not represent a character.

Finally, we represent the plot of a narrative using a bag-of-words representation of its events and entities (and their characteristics) as described above. We then define $S_{plot}(s_i, s_j)$ as the cosine similarity between these representations for narratives $s_i$ and $s_j$.

In our experiments, we evaluate this hypothesis regarding the utility of representing stories using their plots (events, non-character entities and their properties) in Section 5.2.

3.2 Character Alignment Kernel

Section 3.1 compares two given narratives using their overall plot (events and entities). However, the primary goal of fictional (and sometimes also real) stories is to describe certain actors (characters), events concerning them and their social relationships with each other. Taking this character-centric approach to narrative understanding, we decided to design a component in our story-kernel which is dedicated to the characters mentioned in a story.

A component compares two narratives by aligning each character of one story with a ‘similar’ character of the other story, and considering the overall alignment score/similarity. In this section, we first describe the alignment process and then describe how we determine similarity between characters.

Character alignment: We begin by aligning characters from the two stories. Specifically, we align each character, $c_i$, of a story, $s_i$, to a character, $c_j$, of the other story, $s_j$. This alignment is done using a similarity score, $S(c_i, c_j)$, between the two characters being aligned. The goal of this process is to output an alignment such that it maximizes the combined average alignment score of aligned characters:

$$S_{character}(s_i, s_j) = \max \sum_{c_i \in s_i, c_j \in s_j} S(c_i, c_j)$$

where, $N$ is the total number of aligned characters from the two narratives $s_i$ and $s_j$.

The above combinatorial optimization problem is non-trivial. However, it can be solved in poly-
nominal time by modifying the Hungarian assignment algorithm (Kuhn, 1955), which assigns each character from a story to a character in the other story. In cases where the two stories have different number of characters, we modify the formulation so that extra unaligned characters are aligned to a special null character from the other story. In terms of graph theory, the problem can be seen as finding the minimum cost perfect matching in a bipartite graph with non-negative edge weights. In our formulation, an edge’s weight is defined as the similarity between the two characters being aligned. If a character is being aligned to a null character the similarity or the corresponding edge’s weight is 0 (minimum possible value) so as to discourage alignments to null characters whenever possible. In the rest of this section we describe the inter-character similarity, $S(c_i, c_j)$, in $[0, 1]$ when a character is aligned to another non-null character (from a different story).

**Inter-character Similarity:** In the above-mentioned procedure for aligning characters, we must evaluate the similarity between any given pair of characters, $S(c_i, c_j)$. In this work, we assume that the similarity between two characters is a function of their (i) name, (ii) gender, (iii) prominence in the story, and (iv) their social relationships with other characters mentioned in the same story. In particular, we define it as a convex combination of these factors:

$$S(c_i, c_j) = \lambda_1 \cdot S_{\text{name}}(c_i, c_j) + \lambda_2 \cdot S_{\text{gender}}(c_i, c_j) + \lambda_3 \cdot S_{\text{prominence}}(c_i, c_j) + (1 - \lambda_1 - \lambda_2 - \lambda_3) \cdot S_{\text{relationship}}(c_i, c_j)$$

1. In the above equation, $S_{\text{name}}(c_i, c_j)$, tries to identify if the two characters have matching names. It does so by defining $S_{\text{name}}(c_i, c_j) = 1$ if name of $c_i$ is the same as name of $c_j$, and 0 otherwise. $S_{\text{name}}(c_i, c_j)$ tries to align characters with identical names, and could provide a very strong signal in many cases. For example, two versions of the folk tale *Beauty and the Beast*, will have the same characters: Belle, her father Maurice, the Beast etc. However, a more interesting case would be when the same story is told with a different set of character-names (for example the two movie summaries shown in Figure 1), or with fewer or more characters. In such cases, it is essential to not blindly align characters based on their names, but to analyze other attributes such as their gender, prominence in the narrative, and social relationships to other characters. These compose the other factors that define character similarity.

2. $S_{\text{gender}}(c_i, c_j)$ prefers alignments of characters that have the same gender; i.e. $S_{\text{gender}}(c_i, c_j) = 1$ if gender of $c_i$ is the same as gender of $c_j$, and 0 otherwise.

3. $S_{\text{prominence}}(c_i, c_j)$ prefers alignments where the prominence of aligned characters is similar, i.e. it prefers to match prominent characters in a story to prominent characters in the other. Consider a case where two different stories share some character names. For example, they both have a male character named ‘Harry’, who is the protagonist in one story and a side-character in the other. In such a case, even though the two characters have the same name and gender, we would not want to align them. Therefore, we compute the prominence of a character, $\text{prom}(c)$, as simply the fraction of all character mentions when (s)he is mentioned in the story, i.e.

$$\text{prom}(c) = \frac{\text{number of tokens that refer to } c}{\text{number of tokens that refer to } c'}$$

And we define $S_{\text{prominence}}(c_i, c_j)$ as:

$$S_{\text{prominence}}(c_i, c_j) = 1 - |\text{prom}(c_i) - \text{prom}(c_j)|$$

4. The fourth factor, $S_{\text{relationship}}(c_i, c_j)$, considers how the two characters are related to other characters from their respective stories in determining their similarity. This is motivated by the observation that a narrator usually describes some characters, like the protagonist, in a general positive light. Such characters, for example, may have a cordial relationship with everybody else in the story. On the other hand, certain characters, such as the villain, are described in a general negative light, and so they may be portrayed as having unpleasant relationships with most other in the story. This factor attempts to discourage such mismatched alignments (like that between a protagonist of a story with the villain of the other story).

There have been previous works that model inter-character relationship in narratives (Srivastava et al., 2016; Chaturvedi, 2016). Most of these methods quantify the relationship between two characters (from the same narrative) using a set of specific features. These features are primarily a set of words extracted from sentences in which the two characters of interest appear together. For example, consider the following sentence depicting
relationship between John and Tony: ‘John brutally stabs Tony with the knife he had hidden under his shirt’. In this sentence, we extract the following feature-words:

1. the actions that the two characters do to each other in the narrative. For example, ‘stabs’ in the example sentence.
2. the narrators bias in describing those actions. For example, ‘brutally’ in the example sentence above.
3. the semantic frames that are evoked with respect to the two characters of interest. For example, a semantic frame called ‘Cause_harm’ is evoked in the example sentence above with ‘John’ and ‘Tony’ as its frame elements.

For extracting actions and the narrators bias, we consider the dependency parse of such sentences and use various dependency relations. For example for actions, we consider verbs that have the concerned characters as their agents (identified using ‘nsubj’ and ‘agent’ dependency relations), and patients (using ‘dobj’ and ‘nsubjpass’ relations). For the semantic frame based words we exploit the frame-semantic parse of the sentence.

In this work, we represent a character’s relationship with all other characters in the narrative using the features described above. We then compute the relationship-based similarity, \( S_{relationship}(c_i, c_j) \), between two characters, \( c_i \) and \( c_j \), using the cosine similarity in this feature space.

### 3.3 Story-kernel

Sections 3.1 and 3.2 above define the two components of our story-kernel: the plot based component, \( S_{plot}(s_i, s_j) \), and the character based component, \( S_{character}(s_i, s_j) \). We combine these components by defining the story-kernel, \( S(s_i, s_j) \), as a convex combination of the two:

\[
S(s_i, s_j) = \alpha \cdot S_{plot}(s_i, s_j) + (1 - \alpha) \cdot S_{character}(s_i, s_j)
\]

This allows us to define a prediction rule for our task. Given a narrative, \( s \), as input and a database of other narratives, we output the narrative that is most similar to \( s \). In other words, we output:

\[
\text{argmax}_s S(s, s')
\]

### Movie Remakes Dataset

There are no existing datasets that evaluate document-level similarity of narratives. Hence, one of the contributions of this work is a dataset for evaluating narrative similarity. While any annotations of narrative similarity would be inherently subjective, we chose to use human-provided labels from an external knowledge resource (Wikipedia) as a proxy for narrative similarity. As stated earlier, we assume that movie remakes are retellings of the same story, which retain prominent narrative elements. Hence, a good measure of narrative similarity should evaluate remakes as being ‘similar/close’ to each other.

<table>
<thead>
<tr>
<th>Original</th>
<th>Remake(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>My Name Is Julia Ross (1945)</td>
<td>Dead of Winter (1987)</td>
</tr>
<tr>
<td>Diversion (1980)</td>
<td>Fatal Attraction</td>
</tr>
<tr>
<td>It’s a Wonderful Life (1946)</td>
<td>It Happened One Christmas (1977)</td>
</tr>
</tbody>
</table>

Table 1: Examples of movies and their remakes in the dataset.

### 4.1 Dataset Creation

Our data consists of movie summaries scraped from a December 15, 2016 dump of Wikipedia. In particular, we scraped lists of movies from the ‘Lists of film remakes’ page on Wikipedia, which consist of entries of movies that are considered remakes of previous movies. Since some movies have been remade multiple times, we obtain clusters of movie plots, each of which share the same narrative theme. In some cases, the remakes are close to the originals at a surface level, whereas in other cases, they diverge greatly at a surface level, and may also differ in the narrative. The movie clusters so obtained were manually pruned to remove scraping errors, resulting in 577 plot summaries in the final dataset.

Table 1 lists names of some movies (and their remakes) in the dataset. We extracted the corresponding plot summaries each of these movies for the evaluation of our narrative similarity task. We note that names of movies shown in the table are representational, and our approach does not use them for adjudging. Table 2 shows the final statistics of the curated dataset. In particular, we observe that the average movie summary is reasonably long, which would make user annotations of similarity for such narratives very difficult.

### 4.2 Data-Split

Since our unsupervised approach requires parameter selection, we randomly divided the dataset into two parts. We kept 20% of the movies as develop-
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opment set, for tuning parameters. The remaining 80% dataset consisting of 466 movies was treated as the held-out test set. Our final performances are reported on this test set.

4.3 Pre-processing

We pre-processed texts of movie summaries to be usable by our approach. For the component of the kernel that studies plots, we removed stop words and punctuations. We used a POS-tagger to identify nouns, verbs and adjectives, and a Lemmatizer to lemmatize these words. We used a standard NLP pipeline for these annotations.

The component of the kernel studying characters required considerably more pre-processing. We obtained dependency parses of the summary sentences, identified major characters using the BookNLP pipeline (Bamman et al., 2014). This pipeline also clusters various character mentions (apart from coreference resolution). For example, it identifies ‘Elizabeth Bennet’, ‘Ms. Bennet’, and ‘Elizabeth’ refer to the same character. However, the pipeline is designed for well-formed documents involving multiple characters, such as novel texts, and we found it to be conservative in resolving co-references. We augmented its output using coreferences obtained from the Stanford CoreNLP system (Manning et al., 2014). We obtained the gender information about character mentions using the Stanford CoreNLP system. However, this was sometimes noisy. For example, it is possible that various mentions of the same character get assigned to more than one gender (like ‘male’, and ‘neutral’). So, for each character we assign the gender that is most frequently assigned to that character’s mentions across the story. Finally, we obtained frame-semantic parses of the text using the Semafor parser (Das et al., 2014).

5 Empirical Evaluation

In this section we describe our quantitative and qualitative experiments and results.

5.1 Evaluation Measure

While there are several ways of evaluating document-level similarity, we employ a strict evaluation measure. Given a story we output the most similar story from the database. The output is deemed correct if the input movie and the output movie are a remake of each other (belong to the same remake cluster), and incorrect otherwise. In our experiments we report this as Accuracy. From the perspective of information retrieval this is equivalent to reporting Precision at 1.

5.2 Evaluating Plot-kernel

Section 3.1 described the component of our kernel that postulates that the task of identifying similar stories can benefit from leveraging their plots. It captures the overall plot using only events and non-character entities. In our first experiment, we evaluate the hypothesis. To this end, we evaluate the accuracy (1) using the plot-based component of the kernel ($S_{plot}$) (this is equivalent to setting $\gamma = 1$ in the equation in Section 3.3). Table 3a shows the performance of this kernel on the held-out test set. The first row of the table corresponds to the case when we use all words in the movie summary (after removing stopwords and punctuations and lemmatizing words) as features. This is our primary baseline. The next row corresponds to the case when we represent the plot using only events and entities. In Section 3.1 we included only non-character entities in our plot-kernel because we incorporate characters separately in our character-based kernel. Here, since we do not have a separate component for the characters, we retain those words in the plot definition. We see that using this plot definition ($S_{plot}^{++}$), the accuracy improves from 55.79% to 57.94% validating our thesis that for this task, it helps to represent a plot using only events and entities.

However, if we remove the words referring to a character from plot definition ($S_{plot}$, represented by the last row of Table 3a), the accuracy drops considerably to 54.93%. This is expected since matching character names are frequently marker of remakes in our data. In the next experiment, we evaluate how separately modeling information about the characters helps us in this task.
We combine this alternative character-kernel with the plot-based kernels (last two rows of Table 3a) in the same manner described in Section 3.3 (using a parameter $\alpha$). The parameter is tuned on the development set. Table 3b summarizes our results. When we combine this alternative character-kernel with the plot-based kernel, $S_{plot}$ (first row of the table), the accuracy improves from 54.93 to 60.08 (with $\alpha = 0.7$). This indicates that it helps to have a special component dedicated to characters while solving this task.

For completeness, we also combine the alternative character-kernel with the plot-based kernel that included character mentions, $S_{plot}$, since it was performing better than $S_{plot}$ when considered in isolation in Table 3a. Interestingly, the accuracy remains the same at 57.94 (second row of Table 3b). In this case, we saw that while tuning the parameter, $\alpha$, on the development set, the model relied only on plot-based component ($\alpha = 1.0$).

However, we saw that combining the alternative character kernel with $S_{plot}$ yields better performance (60.08) than that obtained (57.94) when combining it with $S_{plot}$ only. We had made similar observations on the development set as well. Combining it with $S_{plot}$ and $S_{plot}$ yielded accuracies of about 68% and 63% on the development set (not reported in the paper). Therefore, for the rest of the experiments we use $S_{plot}$ only.

### 5.4 Evaluating Character-Kernel

In the previous experiment we demonstrated the need to model characters by dedicating a separate, though simplified version of our character-kernel. In this experiment we evaluate the potential of the character-alignment based kernel described in Section 3.2 by comparing it to this simpler alternative. Table 3c describes our results. Comparing the first row of this table (63.73) with the first row of Table 3b (60.08), we can see that our character-alignment based kernel, $S_{character}$, which considers not only character names, but also their gender, prominence in the story, and relationship with other characters performs better than the simpler baseline character-kernel, $S_{simple}^{character}$, that considers only character names.

The weights given to individual components of our kernel(s) are shown in Table 4. We observe that the model considers the plot struc-
Table 4: Parameters for various components of the story-kernel. The model relies both on plot-structure and characters. For aligning across narrative characters, it primarily uses characters’ names and social relationships (and to some extent their genders and prominences).

<table>
<thead>
<tr>
<th>Component</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{plot}$</td>
<td>0.7</td>
</tr>
<tr>
<td>$S_{character}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$S_{character - name}$</td>
<td>0.4</td>
</tr>
<tr>
<td>$S_{character - gender}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$S_{character - prominence}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$S_{character - relationship}$</td>
<td>0.4</td>
</tr>
</tbody>
</table>


5.5 Qualitative Results and Error Analysis

We next present an illustrative example of character alignment (Figure 2) using our story-kernel for the movie-summaries shown in Figure 1. As stated earlier, the story on the right is a remake of the story on the left. However, they do not share any character names. Our method successfully aligns the protagonists of the two narratives: Rex and Jeff. It also aligns Rex’s kidnapped girlfriend, Saskia, with Jeff’s kidnapped girlfriend, Diane. Rex’s new girlfriend, Lieneke, is also successfully aligned with Jeff’s new girlfriend, Rita. However, it aligns Saskia’s kidnapper, Raymond, with a null character because the NLP pipeline could not identify the corresponding character in the story on the right.

6 Conclusion

We have presented a method for characterizing correspondences between narratives, which incorporates multiple facets of narrative similarity. We also introduce an objective task and benchmark dataset for quantitative evaluation of metrics of narrative similarity. An interesting consequence of our alignment-based method is that it can suggest across narrative correspondences between characters that bear different names, but serve similar functions in stories. While our test bed in this work was movie summaries, our approach is domain-agnostic and scalable, and can be extended for narratives in other domains such as newswire stories, folk tales and literary fiction. Future work can also sharpen the task by also evaluating character and event alignments between narratives based on established ground truths.
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